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Figure 1: Our paper finds that data science novices (top row) and experts (bottom row) demonstrate different approaches
to code comprehension when given data analysis of realistic complexity. These differences lead experts to achieve a better
understanding of code compared to novices.

Abstract
Data scientists often need to read and understand messy and undoc-
umented code that relies on large software libraries. What makes
data science experts more effective than novices at this task? To
understand expert practices, we conducted a think-aloud study
where 4 novice and 5 expert data scientists reasoned about an un-
familiar data analysis script with realistic complexity that used
the Python pandas library. Surprisingly, familiarity of the pandas
package had relatively minor importance for experts. Instead, ex-
perts consistently performed three practices that novices did not:
experts examined the data in detail rather than fixating on surface-
level code features; experts consistently verified their assumptions
about how the data was transformed; and experts navigated lengthy
program outputs in a goal-directed way. Using these findings, we
provide a practical set of guidelines for data science pedagogy and
for future tools to support data science learners.
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1 Introduction
Data scientists – people who manipulate data to gain insights from
it [12] – often engage in exploratory programming, where they
iteratively write code to try out multiple ideas [7]. For example,
people who develop machine learning models frequently experi-
ment with many variations of data manipulations, algorithms, and
model parameters. The nature of this work often results in code that
is lengthy, messy, and undocumented [28]. Consequently, profes-
sional data scientists must develop the skills to understand, debug,
and modify such code, whether written by themselves or by their
colleagues.

Because of this reality, it is important for data science novices
to develop competencies around reading and understanding code
that manipulates data tables. This need is heightened by the emer-
gence of large language models (LLMs), which, in the context of
data science programming, can often generate code that runs with-
out raising an error but is slightly incorrect and requires careful

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1145/3641554.3701933
https://doi.org/10.1145/3641554.3701933
https://doi.org/10.1145/3641554.3701933


SIGCSE TS 2025, February 26-March 1, 2025, Pittsburgh, PA, USA Christopher Lum, Guoxuan Xu, and Sam Lau

debugging [29]. Prior work on program comprehension has fo-
cused primarily on introductory computer science courses [18, 24].
In contrast to introductory computer science, introductory data
science courses often rely on large software packages to manipu-
late large datasets. For instance, the paper authors regularly teach
data science courses using the pandas Python library, which has
hundreds of methods, to analyze datasets with millions of rows.
Although this suggests that teaching novices code comprehension
in data science might be different from teaching it in computer sci-
ence, little is currently known about what we should teach novices.
This raises a critical question: What are the differences in code
comprehension strategies between expert and novice data
scientists?

To address this question, we conducted a think-aloud study with
four novice and five expert data scientists as they reasoned about an
unfamiliar data analysis in a lab setting. Surprisingly, both novices
and experts found the code highly difficult to understand at a first
glance, suggesting that familiarity with pandas might not have
played a dominant role for experts’ success. Instead, we observed
that experts regularly performed three practices that novices did
not: experts examined the data in detail rather than fixating on
surface-level code features; experts consistently verified their as-
sumptions about how the code transformed data; and experts ex-
amined lengthy program outputs in a highly goal-directed way.
These findings are summarized in Figure 1. Overall, these insights
suggest metacognitive skills that can be explicitly taught to novices
to support their progress towards expertise. This paper makes two
main contributions:

• The first empirical study, to our knowledge, that compares
expert data scientist behavior to novice data scientist behav-
ior on a realistic data science programming task.

• Pedagogical suggestions to help novices develop metacogni-
tive skills for understanding data analysis code.

2 Related Work
The work in this paper draws from and builds upon prior research
in three main areas: data science curriculum development, code
comprehension studies, and practices of professional data scientists.
The following subsections elaborate.

2.1 Data Science Curricula
Data science is a rapidly growing discipline that integrates methods
from both computer science and statistics tomake decisions and pre-
dictions about the future using large datasets [9]. The demand for
individuals with data science skills has motivated many universities
around the world to design data science programs at the under-
graduate level [25]. In contrast to typical introductory computer
science (CS1) courses, which emphasize topics like data types, iter-
ation, control flow, and subprograms [5], introductory data science
courses typically emphasize using higher-level software libraries
like pandas to work with data tables, or dataframes [3, 6] and also
strike a balance between computer science and statistics [2, 8, 21].
Although there is general consensus among educators that teaching
data science is different from teaching computer science or statis-
tics alone [13], it is still a topic of active investigation to delineate
exactly what those differences are. This paper contributes to this

ongoing line of work by comparing the skills of novice and expert
data scientists, which can guide instructors who are teaching data
science to novices.

2.2 Novices Understanding Code
Many prior studies have investigated code comprehension for
novices in computer science education. Experts are quicker to
comprehend code due to their additional experience and prac-
tice [23, 33]. On the other hand, novice programmers tend to have a
weak understanding of code in their introductory computer science
courses [4, 22]. One way that novices can bolster their understand-
ing of these skills is through code tracing, where novices predict
the outcome of code before it is run by hand [11, 14, 15, 22]. In some
cases, novices struggle to use tracing due to misunderstandings of
the code’s applications or simply just the code itself [15]. Another
way of remedying this problem-solving issue is by having a better
metacognitive understanding of the problem-solving process to
know how to tackle problems as they arise [27]. For data science
specifically, Singh et al. [31] examined how data science students
made errors in writing their own code. However, there is generally
a lack of research on how data science students understand code
that they didn’t write themselves, which we address through the
work in this paper.

2.3 Data Science in Practice
The code that data scientists tend to write differs from that of
computer scientists. Analysis tasks often requires some form of
exploratory programming, where programmers don’t necessarily
code with an explicit goal in mind when starting [7]. To support
this style of programming, computational notebooks like Jupyter
enable users to selectively execute code snippets rather than the
entire program [19]. However, the nature of exploratory program-
ming can also result in messy, undocumented notebooks [28]. For
example, since code snippets in notebooks can be run out-of-order,
it is not uncommon for notebooks to contain code that was written
to test an idea, then left unused in the final analysis [16]. Thus, data
scientists who want to build upon work found online or through
colleagues must be able to read and understand messy code found in
computational notebooks. This study provides insight into this pro-
cess by comparing experts and novices as they understand realistic
data analyses.

3 Methods
To understand differences between data science novices and experts,
we conducted an in-lab, think-aloud user study.

Participants. We recruited novice data scientists by posting
email advertisements for undergraduate students in introductory-
level data science courses at a large research-focused university in
North America. We filtered for students that had taken at least one
year of programming experience and had taken at least one course
that used the pandas library. We recruited expert data scientists
through personal outreach to advanced undergraduate students
and graduate students in our department. In total, we recruited 4
novice and 5 expert data scientists. Participants received a $20 gift
card for participating in the study. Participant demographics are
presented in Table 1.
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PID Age Range Position Py. Exp. (Yr) Pandas Exp. (Yr)

N1 18-21 Undergraduate 1 1
N2 18-21 Undergraduate 2 1
N3 18-21 Undergraduate 1 1
N4 18-21 Undergraduate 3 1
E1 22-25 Consultant 5+ 4
E2 22-25 Ph.D 3 3
E3 26-29 Ph.D 5 5
E4 18-21 Undergraduate 5+ 3
E5 18-21 Undergraduate 3 2
Table 1: Participant demographics. PID = Participant ID; Py.
Exp. (Yr) = Years of experience programming in Python; Pan-
das Exp. (Yr) = Years of experience programmingwith pandas.

Protocol. Each participant completed a 50-minute Zoom user
study with three phases: Training, Task, and Interview. In the Train-
ing phase (5 minutes), participants opened a Jupyter notebook with
a data cleaning script using the Python pandas package, and the
experimenter provided context, goals, and time limits. During the
Task phase (30 minutes), participants completed three tasks, each
requiring them to read, interpret, and describe code snippets. They
could search online, write additional code, and modify the original
code, with an unmodified copy available if needed. They had 10
minutes per task and moved to the next if time ran out. After each
task, participants rated their confidence and the task difficulty. In
the Interview phase (15 minutes), participants reflected on their ap-
proach and challenges. Their survey responses, screens, and audio
were recorded for analysis.

Tasks.One of the paper authors used their experience in oceanog-
raphy to create a Jupyter notebook using a real-life dataset from
NOAA that recorded ocean current data on a single day in May 2024
[1]. The code that participants were asked to understand was split
into tasks which contained between 15-40 lines of pandas code.
Each task conducted a common data processing step for this domain
– 1) discovering missing values, 2) imputing missing values, and 3)
evaluating the effect of imputation. Each code snippet contained
multiple pandas function calls for manipulating dataframes. Since
the code was adapted from a previous analysis of the data, the code
used pandas functions ranging in complexity so that both experts
and novices would encounter familiar and unfamiliar functions.
The notebook did not contain documentation, but we included a
link to the dataset website and used descriptive variable names,
which is similar to data science code found in previous work [28].
The complete task code is available on GitHub1.

4 Quantitative Results
4.1 Assessed Understanding
To measure participant code comprehension, we (the paper au-
thors) created a rubric to score responses from 1 to 5, where 1
indicates a lack of understanding of the program and its goals, and
5 indicates a complete understanding of both. To construct this
rubric, we listened to participant responses and scored them as if

1https://github.com/dstl-lab/Code-Comprehension-User-Study

Figure 2: Experts were more accurate, more confident, and
found the code easier to understand compared to novices on
our code comprehension tasks. Error bars are 95% confidence
intervals.

we were grading responses to an exam question. We then asked
two independent evaluators to score each participant response us-
ing our rubric. After the initial round of scoring, the evaluators
discussed responses where their scores differed until they reached
an agreement for all participants.

As a whole, experts performed better than novices in under-
standing the operations and motivations of the code. The experts
had a mean score of 3.00 (𝜎 = 1.13) and the novices had a mean
score of 1.75 (𝜎 = 0.75). This difference was found to be statistically
significant with a t-test (𝑡 (25) = 3.28, 𝑝 < 0.005).

4.2 Self-Reported Understanding
Immediately following each task, the participants were asked to
respond to a survey asking about their confidence and perceived
difficulty of the task on a scale from 1 to 7 with 1 as the least
confident/difficult and 7 being the most. Compared to novices,
experts were more confident and found the tasks less difficult.
Across all tasks, experts rated their confidence as 4.93 on aver-
age (𝜎 = 1.44), and the novices rated their confidence as 3.42 on
average (𝜎 = 1.16), which was statistically significant using a t-test
(𝑡 (25) = 2.96, 𝑝 < 0.005).

As for difficulty, the experts reported a mean of 3.73 (𝜎 = 1.16)
for difficulty and novices reported a mean of 5.00 (𝜎 = 0.95). This
difference was found to be statistically significant by using a t-test
(𝑡 (25) = −3.04, 𝑝 < 0.005). Figure 2 illustrates the difference in
scored accuracy, confidence, and perceived difficulty split across
each of the three tasks and overall.

https://github.com/dstl-lab/Code-Comprehension-User-Study
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Theme Description Representative Quotes Participants

Code was challenging
for all participants
(Section 5.1)

Both experts and novices found
pandas code difficult to
understand.

Novice: “There’s a lot of random functions I
don’t think I’ve learned yet.” (N3)
Expert: “It can get very challenging to keep
track of all the different moving parts.” (E5)

N1, N2, N3, E1, E5

Experts examine the
data rather than
surface-level code
features (Section 5.2)

Experts begin by examining the
data and its schema in detail, while
novices tend to use surface
features of the code without
looking at the data.

Novice: “Since the variable is named
unmelting, are we melting the ships?” (N2)
Expert: “I can open up [raw data] files here?
Okay. Alright.” (E3)

N1, N2, N4, E1, E3, E4

Novices guess; experts
guess-and-check
(Section 5.3)

Experts consistently check their
assumptions about what the code
is doing, while novices do not.

Novice: “I’m assuming [the variable]
unmelted would be the same as melted.” (N1)
Expert: “Even though I think I understand
that, I was trying to make that everything’s
right here.” (E3)

N1-4, E1-5

Experts Approach
Large Program Outputs
With a Goal in Mind
(Section 5.4)

Experts hunt for their expected
outcomes in program outputs,
while novices become
overwhelmed by the amount of
information presented on-screen

Novice: “oh wow, that’s a lot of data.” (N4)
Expert: “I’m looking for a word ‘TIME’ [in
the dataframe].” (E2)

N1, N3, N4, E1, E5

Table 2: Summary of quantitative results, organized by themes

5 Qualitative Results
To derive themes from the interviews, the paper authors met regu-
larly towatch participant videos and discuss notes together. Through-
out this process, we iteratively came upwith a set of themes using an
inductive approach [10]. An overview of these themes is provided
in Table 2, with detailed descriptions presented in the following
subsections.

5.1 Code was challenging for all participants
One characteristic of expertise is the ability to rapidly access past
knowledge without conscious effort [30]. In the context of data
science programming, this suggests that experts should be able to
quickly recognize and accurately use pandas functions to under-
stand what code is doing. Surprisingly, both novices and experts
considered the code to be highly unfamiliar and difficult to under-
stand. They pointed out that the code contained many function
calls that they either hadn’t seen before or weren’t familiar with.
Novices stated that "there’s a lot of random functions I don’t think
I’ve learned yet" (N3) and "I wasn’t really familiar with melt and
rename and transform" (N1). Experts also found the code chal-
lenging with many unfamiliar functions: "I found it more difficult
because I think, well, I didn’t know what melt did" (E5). Even ex-
perts who recognized a function didn’t necessarily know how to
translate it into usable knowledge: "I know what pd.melt does, but
I can’t really simulate what it does in my head" (E1).

Even familiar function calls were difficult for both experts and
novices to reason about. For example, novices stated that "even
this is simple code, it’s different [from what I learned in class], so I
don’t think it’s what I was thinking" (N2). Even experts found that

long sequences of familiar functions were difficult to reason about:
"When you have multiple [groupby function calls], and especially
with the pivot tables too, it can get very challenging to keep track
of all the different moving parts" (E5).

This set of findings suggest that data science code is tricky be-
cause even one function call can completely restructure a dataframe
(e.g. pivoting a table). Data cleaning scripts often have many func-
tion calls in sequence, making the code even more difficult to reason
about. In addition, it’s not uncommon for datasets to contain thou-
sands of rows or more, making it very difficult to simulate or even
keep track of how the code is transforming every single value. Al-
though our experts were able to recognize and trace more function
calls than novices, experts still found it initially challenging to
reason about multiple function calls in sequence.

5.2 Experts examine the data rather than
surface-level code features

All participants attempted to read the code line-by-line and men-
tally simulate what the code is doing. As mentioned earlier, this was
challenging for both experts and novices. When novices couldn’t
mentally simulate the code, they used surface-level features like
method and variable names to try to infer what the code was doing
(N1, N2, N4). For example, one novice stated, “Since the variable
is named unmelting, are we melting the ships now or was there a
melting task that I missed?” (N2). Novices also relied on the column
names of the dataframes that were displayed in the notebook (N2-
N4). However, this strategy wasn’t always successful, since variable
names and column names themselves could be difficult to under-
stand, as one novice noted, “Maybe the variable name unmelted
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makes sense to someone who knows what melting is, but I don’t
know what melting is” (N1). Another novice pointed out that to
improve their understanding of the program, “it would really, really
help if they have good coding discipline, which is good variable
naming” (N4), in spite of the fact that the code was originally writ-
ten with descriptive variable and function names. In some cases,
novices appeared to give up on understanding the code line-by-line
and instead tried to used the visualizations generated by the code
to guess what the code was doing (N2).

In contrast, experts focused on understanding the data itself
rather than the surface-level features of the code and dataframes
(E1-E5). In fact, some experts started their process by opening the
raw data file as plain text and reading through some of the data
values (E3, E4). One justified this by saying, “If I know what the
data is, then I have a better sense on how to work with it or how to
navigate interpreting it” (E4). Some experts evenwanted to open the
data file using another program like Excel, mentioning drawbacks
of their notebook programming environment:

“The default Jupyter Notebook output is not that good
for looking at the entire data set and just getting an
idea of what the columns are, what the types are,
whether there’s missingness or different types of null
values. So just kind of manually inspecting it at first
is just a good way to figure out, just get the lay of the
land for a dataset you’ve never seen before.” (E1)

Experts would return to the data repeatedly as they traced the
code in order to understand how code transformed the dataframes.
This behavior stood in stark contrast to novices, none of whom
examined the original dataset and instead attempted to draw con-
clusions about the code immediately.

5.3 Novices guess; experts guess-and-check
Because the think-aloud study asked participants to vocalize their
thinking process, we observed that both novices and experts con-
sistently made guesses about the functionality of the code (N1-N4,
E1-E5). However, all of our novice participants made guesses with-
out verifying their accuracy. Our tasks were between 10-40 lines of
code. One common observation is that novices viewed the code, ran
the code to obtain the final output, made a guess about each line
of code, and then formed an overall description about the code’s
purpose without checking whether their guesses about the code
were correct. When asked about how they knew what the code was
doing, one novice stated, “I read each line, and this is what the code
looks like it’s doing, so I’m going to go with that” (N3).

In contrast, all of our experts would constantly check their
guesses by using print statements to view intermediate variables
created in the code snippets. The most common strategy was to
print the dataframe before and after a line of code:

“I can take a snapshot of what the data looks like be-
fore an operation and then I could take a look at what
it’s like after an operation and that was able to con-
firm my beliefs about what is actually happening to
the data. [...] It helps elucidate what’s happening pro-
grammatically by just being able to go in and double
check, ‘are all the numbers doing what I want?’ or ‘is
there anything that’s off?’ ” (E5)

Most of the other expert participants echoed this sentiment (E1-
E3). Notably, this process was perceived as “very tedious” (E1) and
made their notebooks “a mess” (E3), because participants needed
to insert new print statements, copy-paste variable names or entire
code expressions, and comment out code in order to see the inter-
mediate results of the code. Despite this extra effort, experts felt
that this process was necessary to check their assumptions about
the code.

5.4 Experts approach large program outputs
with a goal in mind

Both novices and experts printed out dataframes to understand
how the code worked, using a combination of the default notebook
output, the built-in print() function in Python, and examining the
entire dataset. Because the input data contained many rows, how-
ever, novices would often get overwhelmed by the sheer amount
of data displayed when printing the dataframe and made many
statements like “I’m not sure where to even start” (N1). To deal
with this, novices tended to focus on the column names and the first
few rows of the data to avoid reading through the entire dataframe
(N1, N3, N4).

In contrast, experts had a specific goal in mind when they printed
out dataframes. For example, one line of code cleaned out rows that
contained the value ’TIME’, since this value denoted header data
rather than actual data values. When experts wanted to see how
this code worked, they printed out the entire original dataframe
and then scrolled through the dataframe to specifically look for
rows with the ’TIME’ value (E1, E5) because these values were
nestled in the middle of the dataframe between actual data values.
This process generated insight about the data:

I’m looking for a word ’TIME’ here, and it seems like,
whoa, it seems like what this text file is all about is
they’ve stitched multiple tables together vertically.
(E5)

This goal-directed behavior seemed to help experts navigate
through larger table outputs to confirm or reject their guesses
about code, rather than fixating on the surface-level details of every
single data point.

6 Discussion
This section describes the limitations of our study, reflects on the
differences between CS1 and introductory data science, and pro-
vides recommendations for instructors who teach introductory data
science.

6.1 Study limitations
Our study findings are limited in the following ways. Our sample
was limited to a small segment of the broader data science novice
and expert population. The novice participants were undergraduate
students, but there are many other groups of novice data science
learners, such as professional software engineers who want to
pivot to machine learning. In addition, the expert participants were
advanced undergraduates, graduate students, or individuals who
recently earned a graduate degree. It’s possible that data scientists
with more years of experience would have greater knowledge of
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pandas and thus use different strategies to understand code. Be-
cause of these limitations, we use our study observations to make
recommendations for what instructors can do to support novices,
rather than what instructors should do.

6.2 Expert metacognitive skills in data science
Before we began this study, we expected that the differences be-
tween expert and novice data scientists would be dominated by
procedural knowledge. Since experts have had more experience
programming and working with pandas, we thought that experts
would be able to trace code using their knowledge of familiar func-
tion calls. Instead, we found that experts were initially just as con-
fused as novices.

Our study revealed that the key advantage experts had over
novices was their highly developed metacognitive skills. These
skills enabled experts to probe code outputs and maintain a sense
of skepticism about the data. However, there is currently a lack
of knowledge about what these metacognitive skills entail in the
context of data science. Identifying desired metacognitive skills,
and explicitly teaching them is an important part of pedagogy
and can particularly benefit students from underrepresented back-
grounds [17, 32]. As such, we make the following pedagogical rec-
ommendations for instructors teaching data science novices:

(1) Embrace feeling uncertain about code. In our study, even ex-
perts couldn’t remember what pandas methods did and felt
confused when multiple pandas methods were called in se-
quence. Instructors can help novices understand that this
feeling is to be expected when working with complicated
data science code and is not necessarily an indication that
they lack sufficient knowledge about data science to proceed.

(2) Go back to the data. Experts in our study wanted to examine
the original data in detail and develop as much contextual
information as possible before starting to understand the
code. Instructors can encourage novices to open the dataset
and understand it as deeply as possible, which can help
novices make sense of code.

(3) Externalize questions about the data. Novices frequently lost
track of their assumptions because they became overwhelmed
by large dataframe displays. To help address this, instructors
can teach novices to explicitly externalize their guesses (e.g.
by writing them down) before verifying them in the data.

To our knowledge, this study is the first to provide empirical ev-
idence for metacognitive skills that data science instructors should
teach their students. Future studies should seek to discover a more
comprehensive set of metacognitive skills and design pedagogical
techniques to help students develop metacognitive skills in data
science.

6.3 Beyond code comprehension in
introductory data science

With the emergence of LLM tools that can quickly generate code,
code comprehension has become an important competency in addi-
tion to writing code from scratch [20, 26]. In CS1, there is a relatively
limited subset of primitive language features that students need
to learn, and most operations transform single data values. Thus,
students who have achieved mastery in CS1 can be expected to

precisely trace a program’s execution. However, in data science this
is less feasible – even a single pandas function can have over ten op-
tional arguments that change the function’s behavior in subtle but
important ways. Additionally, it is very difficult to create a precise
mental simulation for code that repeatedly transforms thousands
of rows of data. In this light, what do code comprehension skills in
data science look like? We make initial suggestions based on our
comparisons of novices and experts in this study.

First, code and data comprehension in data science appear to
be inextricably linked. Experts were able to understand the code
with greater accuracy in part because they carefully examined
the raw data and its schema. Since many attributes of the dataset
appear in the code (e.g. hard-coding column names in function
arguments), assessing code comprehension in data science might
begin by assessing how well learners understand the characteristics
of their data.

Second, code comprehension in data science seems to involve
developing an understanding of why a transformation was done in
addition to what was done. Code that runs without raising a Python
error can still be erroneous for data analysis – for example, pandas
will not raise an error if you group a dataframe using a column
of continuous data like temperature, even though this operation
would seldom have semantic meaning. A row in a dataframe is a
representation of a real-life measurement, and experts in our study
sought to understand how dataframe transformations would gener-
ate conclusions about the data in context. In summary, perhaps the
term code comprehension is too narrow for data science, since code
in data science is almost always interpreted in context.

7 Conclusion
In this paper, we examine differences between novice and expert
data scientists in a realistic data analysis scenario. A think-aloud
study with 4 novice and 5 expert data scientists found that pro-
cedural knowledge about pandas function calls seemed to play a
relatively minor role for experts, who also found the data analysis
code initially overwhelming. Instead, our study revealed metacogni-
tive practices that experts consistently performed more often than
novices to develop more accurate understanding of data analysis
code. Altogether, this work provides evidence that code comprehen-
sion skills in data science differ from those in computer science, and
provides pedagogical recommendations for data science instruc-
tors who seek to teach both procedural and metacognitive skills to
learners.
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